Abstract——This paper presents an algorithm for solving the multi-objective reactive power dispatch problem in power system. Modal analysis of the system is used for static voltage stability assessment. Loss minimization and maximization of voltage stability margin are taken as the objectives. Generator terminal voltages, reactive power generation of the capacitor banks and tap changing transformer setting are taken as the optimization variables. A particle sharing based particle swarm frog leaping hybrid optimization algorithm (PSFLH) is used to solve the reactive power dispatch problem. The algorithm uses the good global search capability of particle swarm and the strong local search ability of shuffled frog leaping algorithm, and overcomes the shortcomings of swarm intelligence algorithms to fall into local optimum at later stage and “premature” convergence. Simulation results show that this algorithm has better coverage optimization results. In order to evaluate the proposed algorithm, it has been tested on IEEE 30 bus system and compared to other algorithms and simulation results show that (PSFLH) is more efficient than other algorithms for solution of single-objective ORPD problem.

Index Terms——shuffled frog leaping algorithm, particle swarm optimization, optimal reactive power, transmission loss

I. INTRODUCTION

Optimal reactive power dispatch problem is one of the difficult optimization problems in power systems. The sources of the reactive power are the generators, synchronous condensers, capacitors, static compensators and tap changing transformers. The problem that has to be solved in a reactive power optimization is to determine the required reactive generation at various locations so as to optimize the objective function. Here the reactive power dispatch problem involves best utilization of the existing generator bus voltage magnitudes, transformer tap setting and the output of reactive power sources so as to minimize the loss and to enhance the voltage stability of the system. It involves a non linear optimization problem. Various mathematical techniques have been adopted to solve this optimal reactive power dispatch problem. These include the gradient method [1], [2], Newton method [3] and linear programming [4]-[7]. The gradient and Newton methods suffer from the difficulty in handling inequality constraints. To apply linear programming, the input-output function is to be expressed as a set of linear functions which may lead to loss of accuracy. Recently, global optimization techniques such as genetic algorithms have been proposed to solve the reactive power flow problem [8], [9]. In recent years, the problem of voltage stability and voltage collapse has become a major concern in power system planning and operation. To enhance the voltage stability, voltage magnitudes alone will not be a reliable indicator of how far an operating point is from the collapse point [10]. The reactive power support and voltage problems are intrinsically related. Hence, this paper formulates the reactive power dispatch as a multi-objective optimization problem with loss minimization and maximization of static voltage stability margin (SVSM) as the objectives. Voltage stability evaluation using modal analysis [10] is used as the indicator of voltage stability. Particle Swarm Optimization (PSO) algorithm was originally an evolutionary computation technique proposed by Kennedy and Eberhart [11] in 1995, from observation and study of the predatory behaviour of birds. Later Shi and Eberhart [12] introduced the inertia weight to balance global search and convergence rate, forming the current standard PSO. Shuffled Frog Leaping Algorithm (SFLA) is swarm intelligence based sub-heuristic computation optimization algorithm proposed in 2003 by Muzaffar Eusuff and Kevin Lansey [13], to solve discrete combinatorial optimization problem. The two algorithms are simple in concept, have less parameter, fast calculation speed, global search capability, and are easy to implement. In just more than a decade, they have gained great development, made good applications in some areas, and become a research hotspot in the field of intelligent computing [14]. Using the good global search capability of particle swarm and the strong local search ability of shuffled frog leaping algorithm, we combine particle swarm and shuffled frog leaping algorithm, proposes a particle sharing based particle swarm frog leaping hybrid optimization algorithm, and applies it to reactive power optimization problem. The performance of (PSFLH) has been evaluated in standard IEEE 30 bus test system and the results analysis shows that our proposed approach outperforms all approaches investigated in this paper.
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II. VOLTAGE STABILITY EVALUATION

A. Modal Analysis for Voltage Stability Evaluation

Modal analysis is one of the methods for voltage stability enhancement in power systems. In this method, voltage stability analysis is done by computing eigen values and right and left eigen vectors of a jacobian matrix. It identifies the critical areas of voltage stability and provides information about the best actions to be taken for the improvement of system stability enhancements. The linearized steady state system power flow equations are given by.

\[
\begin{bmatrix}
\Delta P \\
\Delta Q
\end{bmatrix} =
\begin{bmatrix}
J_{pq} & J_{pv} \\
J_{qv} & J_{qq}
\end{bmatrix}
\begin{bmatrix}
\Delta P \\
\Delta Q
\end{bmatrix}
\]  

where

\[
\Delta P = \text{Incremental change in bus real power}
\]

\[
\Delta Q = \text{Incremental change in bus reactive power injection}
\]

\[
\Delta V = \text{Incremental change in bus voltage angle}
\]

\[
V = \text{Voltage at bus}
\]

\[
J_{pq}, J_{pv}, J_{qv}, J_{qq} \text{ jacobian matrix are the sub-matrices of the System voltage stability is affected by both P and Q. However at each operating point we keep constant and evaluate voltage stability by considering incremental relationship between Q and V.}
\]

To reduce (1), let \(\Delta P = 0\), then

\[
\Delta Q = \begin{bmatrix} J_{qq} & J_{pq} & J_{qv} \\ J_{qv} & J_{qq} & J_{pq} \\ J_{pq} & J_{qv} & J_{qq} \end{bmatrix} \Delta V = J_R \Delta V
\]

\[
\Delta V = J_R^{-1} \Delta Q
\]

where

\[
J_R = \begin{bmatrix} J_{qq} & J_{pq} & J_{qv} \\ J_{qv} & J_{qq} & J_{pq} \\ J_{pq} & J_{qv} & J_{qq} \end{bmatrix}
\]

\[J_R\] is called the reduced Jacobian matrix of the system.

B. Modes of Voltage Instability

Voltage Stability characteristics of the system can be identified by computing the eigen values and eigen vectors. Let

\[J_R = \xi \otimes \eta \]

where

\[\xi = \text{right eigenvector matrix of } J_R\]

\[\eta = \text{left eigenvector matrix of } J_R\]

\[\otimes = \text{diagonal eigenvalue matrix of } J_R\]

\[J_R^{-1} = \frac{1}{\lambda} \xi \otimes \eta\]

From (3) and (6), we have

\[\Delta V = \frac{1}{\lambda} \eta \Delta Q\]

or

\[\Delta V = \sum_{i} \frac{\eta_i}{\lambda_i} \Delta Q\]

where \(\xi_i\) is the ith column right eigenvector, \(\eta_i\) the ith row left eigenvector of \(J_R\), and \(\lambda_i\) is the ith eigen value of \(J_R\).

The ith modal reactive power variation is,

\[\Delta Q_{mi} = K_i \xi_i\]

where

\[K_i = \sum_{j} \frac{\eta_j}{\lambda_j} - 1\]

where \(\xi_i\) is the jth element of \(\xi_i\)

The corresponding ith modal voltage variation is

\[\Delta V_{mi} = \frac{1}{\lambda_i} \Delta Q_{mi}\]

It is seen that, when the reactive power variation is along the direction of \(\xi_i\), the corresponding voltage variation is also along the same direction and magnitude is amplified by a factor which is equal to the magnitude of the inverse of the ith eigenvalue. In this sense, the magnitude of each eigenvalue \(\lambda_i\) determines the weakness of the corresponding modal voltage. The smaller the magnitude of \(\lambda_i\), the weaker will be the corresponding modal voltage. If \(|\lambda_i| = 0\), the ith modal voltage will collapse because any change in that modal reactive power will cause infinite modal voltage variation.

In (8), let \(\Delta Q = e_k\) where \(e_k\) has all its elements zero except the kth one being 1. Then

\[\Delta V = \sum_{i} \frac{\eta_{ik}}{\lambda_i} \]

\[\eta_{ik}\] kth element of \(\eta_1\)

\[V-Q\text{ sensitivity at bus } k\]

\[\frac{\partial V_k}{\partial Q_k} = \sum_{i} \frac{\eta_{ik} \xi_i}{\lambda_i} = \sum_{i} \frac{P_i}{\xi_i}\]

III. PROBLEM FORMULATION

The objectives of the reactive power dispatch problem considered here is to minimize the system real power loss and maximize the static voltage stability margins (SVSM). This objective is achieved by proper adjustment of reactive power variables like generator voltage magnitude (gi) V, reactive power generation of capacitor bank (Qci), and transformer tap setting (tk). Power flow equations are the equality constraints of the problems, while the inequality constraints include the limits on real and reactive power variables like generator voltage magnitude, transformer tap positions and line flows.

A. Minimization of Real Power Loss

It is aimed in this objective that minimizing of the real power loss \(P_{loss}\) in transmission lines of a power system. This is mathematically stated as follows.

\[P_{loss} = \sum_{k=1}^{n} g_k (V_k^2 + V_j^2 - 2V_k V_j \cos \theta_{kj})\]
B. Minimization of Voltage Deviation

It is aimed in this objective that minimizing of the Deviations in voltage magnitudes (VD) at load buses. This is mathematically stated as follows.

\[
\text{Minimize } VD = \sum_{k=1}^{nl} |V_k - 1.0|
\]

(15)

where \( nl \) is the number of load busses and \( V_k \) is the voltage magnitude at bus \( k \).

C. System Constraints

In the minimization process of objective functions, some problem constraints which one is equality and others are inequality had to be met. Objective functions are subjected to these constraints shown below.

Load flow equality constraints:

\[
P_{Gi} - P_{Di} - \sum_{j \neq i} V_{ij} G_{ij} \cos \theta_{ij} = 0, \ i, j = 1, 2, \ldots, nb
\]

(16)

\[
Q_{Gi} - Q_{Di} - \sum_{j \neq i} V_{ij} G_{ij} \sin \theta_{ij} = 0, \ i, j = 1, 2, \ldots, nb
\]

(17)

where, \( nb \) is the number of buses, \( P \) and \( Q \) are the real and reactive power of the generator, \( P_D \) and \( Q_D \) are the real and reactive load of the generator, and \( G_{ij} \) and \( B_{ij} \) are the mutual conductance and susceptance between bus \( i \) and bus \( j \). Generator bus voltage (\( V_{Gi} \)) inequality constraint:

\[
V_{min}^{Gi} \leq V_{Gi} \leq V_{max}^{Gi}, \ i \in ng
\]

(18)

Load bus voltage (VLi) inequality constraint:

\[
V_{min}^{Li} \leq V_{Li} \leq V_{max}^{Li}, \ i \in nl
\]

(19)

Switchable reactive power compensations (QCi) inequality constraint:

\[
Q_{min}^{Ci} \leq Q_{Ci} \leq Q_{max}^{Ci}, \ i \in nc
\]

(20)

Reactive power generation (QGi) inequality constraint:

\[
Q_{min}^{Gi} \leq Q_{Gi} \leq Q_{max}^{Gi}, \ i \in ng
\]

(21)

Transformers tap setting (Tj) inequality constraint:

\[
T_{min}^{j} \leq T_{j} \leq T_{max}^{j}, \ i \in nt
\]

(22)

Transmission line flow (SLi) inequality constraint:

\[
S_{min}^{Li} \leq S_{Li} \leq S_{max}^{Li}, \ i \in nl
\]

(23)

where, \( nc, ng \) and \( nt \) are numbers of the switchable reactive power sources, generators and transformers.

IV. PARTICLE SHARING BASED PARTICLE SWARM FROG LEAPING HYBRID OPTIMIZATION ALGORITHM

A. Particle Swarm Optimization Algorithm

Particle swarm optimization algorithm [15]-[21] is an optimization algorithm based on group and fitness. The system initializes particles (representing potential solutions) as a set of random solutions, which has two features of position and velocity. The fitness values of particles are decided by particle positions. Particles move in the solution space; the moving direction and distance are determined by the speed vector and new speed, position are updated from personal best position pbest, global best position gbest and the current particle velocity; particles search and pursue the optimal particle based on fitness values in the solution space, and gradually converge to the optimal solution. Assuming in a \( d \)-dimensional search space, there is a group composed of \( n \) particles, where of generation \( t \) particle \( i \) (\( i = 1, 2, \ldots, n \)), position coordinates \( x_{i}^{t} = (x_{i1}^{t}, x_{i2}^{t}, \ldots, x_{id}^{t}) \), velocity \( v_{i}^{t} = (v_{i1}, v_{i2}, \ldots, v_{id}) \) personal best position \( P_{p}^{t} = (P_{p1}^{t}, P_{p2}^{t}, \ldots, P_{pd}^{t}) \) and global best position \( P_{g}^{t} = (P_{g1}, P_{g2}, \ldots, P_{gd}) \). For particle \( i \) dimension \( d \) generation \( t \), its iterative formula can be expressed as:

\[
v_{i}^{t+1} = \omega v_{i}^{t} + c_{1} r_{1} (P_{p}^{t} - x_{i}^{t}) + c_{2} r_{2} (P_{g}^{t} - x_{i}^{t})
\]

(24)

\[
x_{i}^{t+1} = x_{i}^{t} + v_{i}^{t+1}
\]

(25)

where

- \( \omega \) - Current velocity,
- \( c_{1}, c_{2} \) - New speed of particle \( r \) after iteration \( t \),
- \( \omega \) - Inertia weight,
- \( r_{1}, r_{2} \) - Uniformly distributed random numbers between 0 and 1.

where \( x_{i}^{t} \) - Current position of particle \( i \),

\( x_{i}^{t+1} \) - new position of particle \( i \) after iteration \( t \).

B. Shuffled Frog Leaping Algorithm

Shuffled frog leaping algorithm is a biological evolution algorithm based on swarm intelligence. The algorithm simulates a group of frogs in the wetland passing thought and foraging by classification of ethnic groups. In the execution of the algorithm, \( F \) frogs are generated at first to form a group, for \( N \)-dimensional optimization problem, frog \( i \) of the group is represented as \( (x_{1i}, x_{2i}, \ldots, x_{di}) \) then individual frogs in the group are divided into \( m \) ethnic groups, each ethnic group including \( n \) frogs, satisfying the relation \( F = m \times n \). The rule of ethnic group division is: the first frog into the first sub-group, the second frog into the second sub-group, frog \( m+1 \) into the first sub-group again, frog \( m+2 \) into the second sub-group, and so on, until all the frogs are divided, then find the best frog in each sub-group, denoted by \( P_{p} \), get a worst frog correspondingly, denoted by \( P_{w} \). Its iterative formula can be expressed as:

\[
D = rand (\ast) (P_{b} - P_{w})
\]

(26)

\[
P_{new} = P_{old} + D_{t} \times D_{max} \leq D_{max}
\]

(27)
where \( \text{rand}() \) represents a random number between 0 and 1, 
\( P_b \) represents the position of the best frog, 
\( P_v \) represents the position of the worst frog, 
\( D \) represents the distance moved by the worst frog, 
\( P_{\text{new-w}} \) is the improved position of the frog, 
\( D_{\text{max}} \) represents the step length of frog leaping.

In the execution of the algorithm, if the updated \( P_{\text{new-w}} \) is in the feasible solution space, calculate the corresponding fitness value of \( P_{\text{new-w}} \), if the corresponding fitness value of \( P_{\text{new-w}} \) is worse than the corresponding fitness value of \( P_v \), then use \( P_v \) to replace \( P_b \) in equation (26) and re-update \( P_{\text{new-w}} \); if there is still no improvement, then randomly generate a new frog to replace \( P_v \); repeat the update process until satisfying stop conditions.

V. THE PARTICLE SHARING BASED PARTICLE SWARM FROG LEAPING HYBRID OPTIMIZATION ALGORITHM FOR RPO PROBLEM

A. Algorithm Idea

Exploration and exploitation has been a contradiction in the search process of swarm intelligence algorithms. Exploration stresses searching for a new search region in the global range, and exploitation is focused on fine search in local search area. Although particle swarm optimization algorithm is simple and its optimization performance is good, in the entire iterative process, exploration capability is strong and exploitation capability is weak in early period, at this time if particles fall on the neighbourhood of the best particle, they may flee the neighbourhood of the best particle, due to too strong exploration capability; exploration capability is weak and exploitation capability is strong in later period, at this time if particles encounter local optima, the speed of all particles may be rapidly reduced to zero instead of flying, leading to convergence of particle swarm to local optima; the iterative mechanism and ethnic group division lead to strong exploitation and weak exploration in early period, and strong exploration and weak exploitation in later period. Based on the above analysis, in the update process of the algorithm, in order to ensure the diversity of particles, particle swarm and frog group sharing part of the particles, we propose particle sharing based particle swarm frog leaping hybrid optimization algorithm. The idea is as follows: divide the total number of particles \( N \) into two sub-groups of numbers \( N_1 \) and \( N_2 \), where the first sub-group uses shuffled frog leaping algorithm to optimize, the second sub-group uses the standard particle swarm optimization algorithm to optimize, and \( N \), \( N_1 \) and \( N_2 \) satisfy \( N_1+N_2=N \), so the number of shared particles is \( N_1+N_2-N \).

B. Algorithm Process

(1) Initialize groups and parameters. Initialize total number of particles \( N \), total number of frogs \( N \), number of sub-groups \( m \), number of frogs in each sub-group \( n \) (parameters satisfying \( N_1=m\times n \)), number of updates \( It \) within frog group sub-group, number of particles \( N_2 \) of particle swarm (parameters satisfying \( N_2\leq N_1+N_2 \)), inertia weight \( \omega \), acceleration factor \( c_1 \), deceleration factor \( c_2 \), the maximum number of iterations \( \text{Iter Max} \) and other parameters.

(2) Evaluate the initial fitness values of the particles, save the initial best positions and the initial best fitness values, and sort all \( N \) particles in ascending order according to fitness values; \( N_1 \) particles counted from front to back belong to the frog group, and \( N_2 \) particles counted from back to front belong to the particle swarm.

(3) Sort \( N_1 \) frogs in ascending order and divide them into sub-groups according to the sub-group division rule.

(4) Determine the best fitness individual \( P_b \) and the worst fitness individual \( P_w \) of each subgroup in frog group, and the group best individual \( P_v \) improve the worst solution within a specified number of iterations \( It \) according to equations (26) and (27).

(5) Sort particles of the group in ascending order according to fitness values, re-mix the particles to form a new group, and sort the \( N \) particles in ascending order according to fitness values; \( N_1 \) particles counted from front to back belong to the frog group, and \( N_2 \) particles counted from back to front belong to the particle swarm. Calculate the new speed of each particle according to equation (24), calculate the new position of each particle according to equation (25), limiting the maximum values of the new speed and position of each particle; update each particle’s personal best fitness value and personal best position; update the global best fitness value and the global best position.

(6) Sort particles of the group in ascending order according to fitness values, and re-mix the particles to form a new group.

(7) If stop conditions are satisfied (the number of iterations exceeds the maximum allowable number of iterations or the optimal solution is obtained), the search stops, and output the position and fitness value of the first particle of the group; otherwise, return to step (3) to continue the search.

VI. SIMULATION RESULTS

The validity of the proposed Algorithm technique is demonstrated on IEEE-30 bus system. The IEEE-30 bus system has 6 generator buses, 24 load buses and 41 transmission lines of which four branches are (6-9), (6-10), (4-12) and (28-27) are with the tap setting transformers. The lower voltage magnitude limits at all buses are 0.95p.u. and the upper limits are 1.1 for all the PV buses and 1.05p.u. for all the PQ buses and the reference bus. Table I shows the volatge stability levels at contingency state and Table II shows values for limit checking violation checking of state variables. Table III shows the comparison of the real power loss and clearly proposed approach out performs other algorithms given in Table III.

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Contingency</th>
<th>ORPD Setting</th>
<th>VSC/CRPD Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28-27</td>
<td>0.1440</td>
<td>0.1422</td>
</tr>
<tr>
<td>2</td>
<td>4-12</td>
<td>0.1658</td>
<td>0.1662</td>
</tr>
<tr>
<td>3</td>
<td>1-3</td>
<td>0.1784</td>
<td>0.1754</td>
</tr>
<tr>
<td>4</td>
<td>2-4</td>
<td>0.2012</td>
<td>0.2032</td>
</tr>
</tbody>
</table>
TABLE II. LIMIT VIOLATION CHECKING OF STATE VARIABLES

<table>
<thead>
<tr>
<th>State variables</th>
<th>limits</th>
<th>ORPD</th>
<th>VSCRDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>-20</td>
<td>152</td>
<td>1.3422</td>
</tr>
<tr>
<td>Q2</td>
<td>-20</td>
<td>61</td>
<td>8.9900</td>
</tr>
<tr>
<td>Q5</td>
<td>-15</td>
<td>49.92</td>
<td>25.9200</td>
</tr>
<tr>
<td>Q8</td>
<td>-10</td>
<td>63.52</td>
<td>38.8200</td>
</tr>
<tr>
<td>Q11</td>
<td>-15</td>
<td>42</td>
<td>2.9300</td>
</tr>
<tr>
<td>V2</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0572</td>
</tr>
<tr>
<td>V4</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0307</td>
</tr>
<tr>
<td>V6</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0282</td>
</tr>
<tr>
<td>V7</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0101</td>
</tr>
<tr>
<td>V9</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0462</td>
</tr>
<tr>
<td>V10</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0482</td>
</tr>
<tr>
<td>V12</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0400</td>
</tr>
<tr>
<td>V14</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0474</td>
</tr>
<tr>
<td>V15</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0457</td>
</tr>
<tr>
<td>V16</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0426</td>
</tr>
<tr>
<td>V17</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0382</td>
</tr>
<tr>
<td>V18</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0392</td>
</tr>
<tr>
<td>V19</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0381</td>
</tr>
<tr>
<td>V20</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0112</td>
</tr>
<tr>
<td>V21</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0435</td>
</tr>
<tr>
<td>V22</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0484</td>
</tr>
<tr>
<td>V23</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0472</td>
</tr>
<tr>
<td>V24</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0484</td>
</tr>
<tr>
<td>V25</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0142</td>
</tr>
<tr>
<td>V26</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0494</td>
</tr>
<tr>
<td>V27</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0472</td>
</tr>
<tr>
<td>V28</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0243</td>
</tr>
<tr>
<td>V29</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0439</td>
</tr>
<tr>
<td>V30</td>
<td>0.95</td>
<td>1.05</td>
<td>1.0418</td>
</tr>
</tbody>
</table>

TABLE III. COMPARISON OF REAL POWER LOSS

<table>
<thead>
<tr>
<th>Method</th>
<th>Minimum loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evolutionary programming[22]</td>
<td>5.0159</td>
</tr>
<tr>
<td>Genetic algorithm[23]</td>
<td>4.665</td>
</tr>
<tr>
<td>Real coded GA with Linxed as SVSM[24]</td>
<td>4.568</td>
</tr>
<tr>
<td>Real coded genetic algorithm[25]</td>
<td>4.5015</td>
</tr>
<tr>
<td>Proposed PSFLH method</td>
<td>4.2103</td>
</tr>
</tbody>
</table>

VII. CONCLUSION

In this paper a novel approach PSFLH algorithm used to solve optimal reactive power dispatch problem. The performance of the proposed algorithm demonstrated through its voltage stability assessment by modal analysis and is effective at various instants following system contingencies. Also this method has a better performance in voltage stability Enhancement and reducing the real power loss. The effectiveness of the proposed method is demonstrated on IEEE 30-bus system.
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